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MapReduce	
based	Data	
Management:	
	
Spark,	LinkedIn	
ecosystem,	Hive	



Questions on  
Data Streams 

What are data streams? 
Unbounded sequence of values 
generated in real time 
 
 

How to manage and 
process data streams? 
 
Windowed analytics? 
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“		From	the	system’s	
point	of	view,	it	is	

infeasible	to	store	an	
entire	stream.		

	
	

From	the	user’s	point	
of	view,	recently	

arrived	data	may	be	
more	useful.		

	
	

This	motivates	the	
use	of	windows	to	
restrict	the	scope	of	
continuous	queries	.	”	

.	
	



Classifications of Window 
Models 

Direction of movement of endpoints 

 
●  Fixed window 
●  Sliding window 
●  Landmark (append-only) window 

Window size 
 

●  Logical or time-based Window 
●  Physical or count-based window 
●  Partitioned window 
●  Predicate window 
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Re-compute	from	scratch	

Incremental	Computations	

Dynamic	Algorithms	

                                     ?	



Slider 
A system implementing self-adjusting contraction trees, 
Supporting incremental updates efficiently and transparently in a distributed setting.  
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Strawman	Design	
	

Self-Adjusting	
Computation	

Model	
+	

	Data	Parallel	
Programming	

Model			
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Self-Adjusting 
Folding Trees 
Variable-width slides 
rare changes of window size 

1 .1	



Randomized 
Folding Trees 
Variable-width slides 
Frequent changes of window 
size 

1 .2	



Rotating 
Contraction 
Trees 
Fixed-width slides 
Split processing 
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Coalescing 
Contraction 
Trees 
Append-only Windows 
Split processing 
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Slider	Architecture	



18 

Conclusions 
 
Idea. Taking advantage of Contraction Trees  
for efficient update and organized dependency  
graph (Stable Window Computations) 

 
 
Performance gains w.r.t computing from scratch 
and Strawman approach.  
Effective optimizations: Split-processing,  
scheduler modifications, Data-flow query interface, 
In-memory distributed caching. 
 
 

 
Performance Overhead. High runtime overhead  
for data-intensive applications. 
Space Overhead. High space overhead for specific 
data-intensive applications especially in variable 
-width windows. 
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“
The simple act of paying attention can take you a long way.  

-Keanu Reeves 

 
Thanks for your attention! 

20 



21 

 Discussion  

      How can garbage collection mechanisms 
compensate for the space overhead of data-
intensive applications? 

What are differences between 
the architectures of Spark 
Stream and Slider ? 

Slider supports aggregation 
functions with associative property. 
What about other computations? 


